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A History of the Area

The term lexis, from the ancient Greek for ‘word,’ refers to all the words in a language of the entire vocabulary of a language.’ Plato and Aristotle spoke of lexis in terms of how the words of a language can be used effectively. Plato focused on different types of diction and distinguished between mimesis, speech involving imitation, and diegisis, or simple narration not involving such imitation. (see, e.g., Gennette 1979). In his discussion of style in Rhetoric, Aristotle distinguished between lexis graphikê and lexis agonistikê, the former referring to “the most precise style … to be used in compositions designed for a careful reading” and the latter, which consisted of two aspects (êthikê and pathêtikê), referring to “the style of plays written for a full performance on the stage as opposed to those designed for reading” (Sonkowsky 1959: 260). In Categories, Aristotle also worked to describe numerous properties words, including semantic properties of words (“A man and an ox are both ‘animal’”), words that are synonymous, homonymous, and so forth (see Edghill online). 

Many of the important contributions of early Indian linguists, such as Pānini, Patañjali, and Bhartrihari, concerned basic properties of words, including the notion of what is invariant (sphota) and what is variant (nāda) in words and other types of linguistic form. Such work also had an impact on Saussure, a professor of Sanskrit himself, and the development of structural linguistics. Consider, for example, the relationship between the notions of sphota and nāda and Saussure’s distinction between the “signifier,” or the (spoken or written) form of a word, and the “signified,” the mental concept of the word (Saussure 1916). 

In the history of modern linguistics, since approximately the middle of the 20th Century, the treatment of lexis has evolved substantially by acknowledging to a greater degree the important and central role of words and lexicalized phrases in the mental representation of linguistic knowledge and in linguistic processing. Within generative linguistics, individual words and the syntactic constraints that they project have come to play an increasingly important role. For example, lexical structure needed to be “represented categorically at every syntactic level” (Chomsky 1986) in Generative-Transformational grammar (e.g., the verb “throw” requires a noun phrase, as in She threw the ball, as opposed to the ungrammatical *She threw). In cognitive linguistics, words lexis and lexicalized chunks play a central role. As a final example, in Construction Grammar, words and lexical phrases have taken center stage completely because words and lexicalized phrases, as well as syntactic frames in which lexical items can be inserted (e.g., X causes Y to …), are viewed as form that can be attached to different types of meaning, blurring previously held distinctions between the domains of lexis and syntax. 

Linguists and psycholinguists who study lexis are in a unique position because they focus on the place in linguistic analysis and language processing where form (phonological or otherwise) meets meaning at the most basic level. 

Key Concepts

What is a Word?

We often distinguish between what it means to know a word and how we access that information. The mental lexicon is the storage repository for words and the information we know about those words; it is our internal dictionary. Much like a dictionary entry, the mental representation of a word contains information about the spelling, pronunciation, grammatical category, and meaning of the word. But what exactly counts as a word? If we think of a word like ‘builders,’ there are at least three meaningful parts to the word, or morphemes. The free morpheme build (a verb) is then combined with a derivational bound morpheme –er, and thus changes the word to a noun, builder. An inflectional plural morpheme -s is then added to finally arrive at builders. However, although orthographically an –s is added, phonologically the sound is /z/, an allomorph for plural morpheme –s. At the most basic level, we know that builders are people who build things.

Formal Properties of Words

Words are linguistic form, but the nature of that form and the physical source that we use to create that form can vary. In spoken languages, we use our vocal tract to produce units of sound, or phonemes, by contrasting features such as +/- voicing (e.g., ban/pan). In signed languages, we use hands to produce visual elements that function like phonemes by contrasting features related to location, movement, and hand shape. For example, location distinguishes between the words “mother” (thumb on the chin) and “father” (thumb on the forehead) in American Sign language. In addition to these sources of lexical form, writing systems and tactile forms of communication, such as Braille, allow us to produce and perceive words using alternative means of distinguishing between different lexical forms (graphemic for writing and tactile for Braille).

Semantic Properties of Words

A basic characteristic of vocabulary is that meaning and form do not always have a one-to-one correspondence. Consider the following items: 

die
expire

pass away

bite the dust

kick the bucket 

give up the ghost

The six examples all have the meaning ‘to die’. However, several of the items contain more than one word. In some languages, and especially in English, meanings can be represented by multiple words operating as single units. To accommodate the fact that both single and multi-word units can realize meaning, we use the terms lexeme, lexical unit, and lexical item. These interchangeable terms are all defined as “an item that functions as a single meaning unit, regardless of the number of words it contains.” Thus, all of the above examples are lexemes with same meaning. 

Cases where several forms map onto the same meaning are referred to as synonymy. Synonymy is common in languages, but so is the converse, where a single form has several meanings. This can be called either polysemy or homonymy. The distinction usually revolves around whether the different meaning senses are related or not. Chip is usually considered polysemous, in that a chip of wood, a computer chip, a potato chip, and a poker chip all have the same underlying concept of being small, thin, and flat(ish). A financial bank, a river bank, and the banking of an airplane when it turns are usually thought of as homonyms, as the meaning senses are totally unrelated. 

Often a general area of meaning is covered by a certain set of related words, and is referred to as a semantic field or semantic category. ‘Food’ is an example, and the names of various fruit, grain, meat, etc. make up the lexical set of words describing this semantic field. In some cases, the meaning of the words in the lexical set is defined by their relationships to the other words in the set. This particularly true with gradable adjectives, as warm does not refer to an absolute temperature, but is cooler than hot but warmer than lukewarm. For instance, 25°C would be considered a warm summer day in Britain, but would be positively cool in a Saudi Arabian summer! 

Lexical Characteristics of Words

What happens in our minds when we see the string of letters making up the word builders? Lexical access is the term used to refer to the process of retrieving those words from the lexicon, our mental store of words. Many factors can affect speed up or slow down the retrieval process. For example, word frequency (how often a particular item appears in a corpus of language data) is highly related to how easily a word can be recognized (see, e.g., English Lexicon Project, Washington University in St. Louis, http://elexicon.wustl.edu/, a free database that contains lexical characteristics, along with reaction time and accuracy measures from two different experiments, visual lexical decision and naming, studies of 40,481 words and 40,481 nonwords, Balota et al. 2007). On the data retrieved from the website, the word builders has a frequency of 2006 and it takes on average 677 ms (with 94% accuracy) to recognize it is a word in a lexical decision task. Compare with a low frequency 8-letter word like flautist. Flautist requires an average of 1000ms (with 38% accuracy) to recognize; its word frequency is 24. The frequency effect is quite robust in the process of word recognition. 

Frequency is only one of many lexical characteristics that can affect lexical access. The number of derivations a word has (word family size) can also affect speed of processing. Another is the number of orthographic neighbors a word has. An orthographic neighbor is any word differing by a single letter from the target word, respecting length and letter position (Coltheart et al. 1977). The ability to recognize a word can be affected by the number of neighbors it has. For example, based on the ELP database, the 3-letter word ink has a frequency of 5593, whereas the 3-letter word mad has a higher frequency of 17811. Based on frequency alone, we would assume that mad would be recognized faster than ink. However, the word mad comes from a popular neighborhood (bad, sad, mat, map, etc.). Its orthographic neighbor count is 17, compared to ink’s 3. Indeed, ink, on average, is recognized slightly faster than mad, possibly due to the competition the word mad must overcome to be recognized. Interested readers should consult the ELP database, which contains many other lexical characteristics of words that may affect processing.

Formulaic Language

Formulaic language is now recognized as an important component of language learning and use. Normal discourse, both written and spoken, contains large (but not yet fully determined) percentages of formulaic language. Erman and Warren (2000) calculated that 52-58% of the L1 English language they analyzed was formulaic, and Foster (2001) came up with a figure of 32% using different procedures and criteria. If much discourse is made up of formulaic language, then this implies that proficient language users know a large number of formulaic expressions. Pawley and Syder (1983: 213) suggest that the number of "sentence-length expressions familiar to the ordinary, mature English speaker probably amounts, at least, to several hundreds of thousands.” Jackendoff (1995) concludes from a small corpus study of spoken language in a TV quiz show that people may know at least as many formulaic sequences as single words. Mel’cuk (1995: 169) believes that phrasemes are more numerous than words by a ratio of at least 10 to 1. 

Formulaic language is not a homogeneous phenomenon, but is rather quite varied. Formulaic sequences can be long (You can lead a horse to water, but you can't make him drink) or short (Oh no!), or anything in between. They are commonly used for different purposes. They can be used to express a message or idea (The early bird gets the worm = do not procrastinate), functions ([I'm] just looking [thanks] = declining an offer of assistance from a shopkeeper), social solidarity, and to transact specific information in a precise and understandable way. They realize many other purposes as well, as formulaic sequences can be used for most things society requires of communication through language. These sequences can be totally fixed (Ladies and Gentlemen) or have a number of 'slots' which can be filled with appropriate words or strings of words ( [someone/thing, usually with authority] made it plain that [something as yet unrealized was intended or desired] ). Formulaic language also includes the multitude of collocations which exist in language (blue sky, hard work). 

This variety of formulaic language realizes a number of different communicative purposes in language use, including:

Functional use There are recurring situations in the social world that require language to deal with them. These are often described as functions, and include such speech acts as apologizing, making requests, giving directions, and complaining. These functions typically have conventionalized language attached to them, such as I'm (very) sorry to hear about ____ to express sympathy and I'd be happy/glad to _______ to comply with a request (Nattinger and DeCarrico, 1992). Because members of a speech community know these expressions, they serve a quick and reliable way to achieve the related speech act. 

Social interaction (phatic communion) People commonly engage in 'light' conversation for pleasure or to pass the time of day, where the purpose is not really information exchange or to get someone to do something. Rather, the purpose is social solidarity, and people rely on non-threatening phrases to keep the conversation flowing, including comments about the weather (Nice weather today; Cold isn’t it), agreeing with your interlocutor (Oh, I see what you mean; OK, I’ve got it), providing backchannels and positive feedback to another speaker (Did you really?; How interesting). Research has shown that such phrases are a key element of informal spoken discourse (McCarthy and Carter 1997). 

Discourse organization Formulaic phrases are a common way to signpost the organization of both written (in other words, in conclusion) and spoken discourse (on the other hand, as I was saying). 

Precise information transfer Technical vocabulary are words which have a single and precise meaning in a particular field (scalpel is a specific type of knife used in medicine). But this phenomenon is not restricted to individual words. Indeed, fields often have phraseology to transact information in a way which minimizes any possible misunderstanding. For example, in aviation language, the phrase Taxi into position and hold clearly and concisely conveys the instructions to move onto the runway and prepare for departure, but to wait for final clearance for takeoff.

The use of formulaic language also helps speakers be fluent. It is a well-known tenet of psychology that people have cognitive limitations in how quickly they can process language. However, Pawley and Syder (1983) suggested that these limitations can be compensated for by using formulaic language, which is already memorized and stored as single wholes and are, as such, instantly available for use without the cognitive load of having to assemble them on-line as one speaks. There is now converging evidence that formulaic language is indeed processed more quickly than non-formulaic language, at least by native-speakers (Conklin and Schmitt, 2008; Jiang and Nekrasova 2007; Underwood, Schmitt and Galpin 2004).

Regional Variation in Words and Lexical Phrases 

Examples of regional variation at the lexical level abound in languages all over the world. Sometimes the variants may be similar forms, and the number of variants may be limited. In Spanish, for example, “tomato” is jitomate in Mexican Spanish and tomate in most of the rest of the Spanish-speaking world. These two variants are clearly related in form. Other variants may have completely distinct forms. “Popcorn” in Spanish might be expressed as palomitas (de maíz) (Spain, Mexico), cabritas (de maíz) (Chile), canguil (Ecuador), or cancha (Peru). Regional lexical variation is also extensive across numerous semantic fields. For example, the concept of “cool” (meaning good or interesting in English) might translate as padre in Mexico, guay in Spain, chévere in Colombia or Ecuador, bacán in Perú, and so forth. Lexical phrases also have variants. For example, an idiomatic expression such as estoy en el quinto cielo (literally ‘I am in the fifth heaven’) might be used to express “I’m in seventh heaven” in Spain but not in Mexico.

In English, regional lexical variants are also widespread. Some fairly well-known British/American English lexical variants include football/soccer, lorry/truck, lift/elevator, flat/apartment and biscuit/cookie, but we also find perhaps less well-known variants, such as bonnet/(car) hood, paraffin/kerosene, silencer/muffler, dummy/pacifier and flyover/overpass. Variants on multiword phrases are not uncommon either: to faff around/to goof off; to be chuffed/to be psyched; and to put your skates on/to get a move on. Of course regional English lexical variants are in not limited to British/American varieties. To provide one example, consider the British/South African/American English variants trainers or pumps / takkies / sneakers or tennis shoes.

Critical Discussion of Selected Current Issues

In this section we opt to provide an overview of the development of theory and research focus on two of the many lines of research related to lexis: second language (L2) vocabulary and instruction and the bilingual mental lexicon. We do so based on space limitations and acknowledge that there are numerous other topics related to lexis that we could have selected.

L2 Vocabulary Learning and Instruction

Vocabulary learning and vocabulary knowledge are central to both L1 and L2 language learning. Words are the building blocks of language, and linguists increasingly point to the inextricable role of words and lexical phrases in the projection, or construction, of syntax. Vocabulary is also indispensable when it comes to successful communication. Compared to the impact of accented speech or minor syntactic violations (e.g., subject-verb or gender agreement), the impact of lexical errors can be a much greater impediment to successful communication. Consider, as one example, an L2 speaker who wishes to say, in Italian, Io voglio i gamberetti “I want the shrimp.” With a syntactic error like Io volere i gamberetti, literally meaning ‘I to want the shrimp’ (and sounding something like ‘Me want shrimp’ in Italian), the speaker most likely would receive their desired dish. With a lexical error, however, such as Io voglio le gallete ‘I want the crackers,’ the speaker will likely receive something else.

Vocabulary Size and Amount of Comprehension

One area of L2 vocabulary research has focused on vocabulary size and the relationship between vocabulary size and varying degrees of text comprehension or spoken discourse comprehension. For text comprehension, whereas Laufer (1989) found that knowing only 95% of words in an English text was needed to understand the text adequately, more recently, Hu and Nation (2000) found the figure to be a bit higher with 98% of the words needing to be known. For spoken discourse, Bonk (2000) found no specific threshold was needed for successful listening comprehension, but after including running words and making other considerations, Schmitt (2009) calculated a figure of 95% for adequate listening comprehension in light of the results reported by Bonk.

“Receptive versus Productive” Vocabulary Knowledge and Methods of Testing

Somewhat related to the issue of vocabulary size is the question of how one chooses to test vocabulary. When testing via translation, should one provide the learners with the L1 word and ask him or her to produce the L2 word, or vice versa? Traditionally, a distinction has been made between “receptive” and “productive” vocabulary knowledge in the study of L2 vocabulary, the former being much larger than the latter. Some have maintained that the receptive/productive distinction may correspond to different systems. Melka (1997: 101-102), however, considered the possibility of a single lexical store being accessed in different ways: “It is certainly not clear whether [reception] and [production] ought be considered as two separate systems dependent on each other, or rather as one unique system (one lexical store) used in two different ways, receptively or productively.”

If the “receptive-productive” distinction concerns a single store being accessed in different ways, this has important implications for L2 vocabulary testing. Performance on a more receptive vocabulary test may be higher simply because the testee is provided with a greater amount of the target word form and, in essence, has less to “fill in” regarding the form of the word in question. Imagine, for example, that the word for “circle” in some (imaginary) L2 is glinalor but the learner has retained only gl-n----. An L1-to-L2 translation test would demonstrate that the learner has not reached complete knowledge of the target word form whereas a more receptively oriented test, such as L2-to-L1 translation, would provide the entire word form for the learner, making it easier to “fill in” what is missing in word form knowledge.
Word-Based Determinants of Learnability

Studies on word-based determinants of learnabiltiy have isolated specific properties of L2 words that make them more or less difficult to learn. Ellis and Beaton (1995), for example, found the learnability of L2 words to be affected by word-based factors such as word length and degree of phonological similarity between L1 and L2 words. Longer words and L2 words that were less phonologically similar to L1 words were more difficult. In another study, Laufer (1997) demonstrated that “deceptive transparency” can make it more difficult to learn L2 words. Deceptive transparency refers to when a learner incorrectly thinks s/he knows the meaning of an expression because they know words with in it, such as if a learner of L2 English were to understand the expression “break the ice” in its literal sense instead of in its idiomatic sense.

Incidental and Intentional Vocabulary Learning

As attention to the importance of vocabulary increased within the field of SLA, one issue and area of debate that began to emerge during the 1980s and 1990s was that of incidental versus intentional vocabulary learning and its pedagogical counterpart, indirect versus direct (explicit) vocabulary instruction. Incidental vocabulary learning refers to learning new words from context without intending to do so, such as when picking up new words during free reading or during a conversation without intending to do so. Intentional vocabulary learning, on the other hand, refers to situations in which learners actively and consciously try to learn new word, such as when looking at word-picture pairs on a screen and attempting to learn them or completing activities in a workbook in an effort to learn a set of target L2 words. 

Indirect vocabulary instruction refers to instructional activities designed to promote incidental vocabulary learning are known as indirect vocabulary instruction, such as when an instructor asks learners to read for meaning or complete an information-exchange task without asking the learners to attempt to learn new words provided in the text or materials for the task. Direct vocabulary instruction refers to activities designed to teach new vocabulary explicitly, such as using a picture file, a word-definition matching task, or picture-labelling task to teach learners new words. Note also that the incidental-intentional distinction should not be viewed as a dichotomous concept only, nor should the indirect-direct distinction in instruction (Haynes 1998, as cited in Wesche and Paribakht 1999).

On the whole, studies have indicated relatively low amounts of new word gain or “pick up” of new words in contexts of purely incidental L2 vocabulary learning (see, e.g., Horst, Cobb and Meara, 1998). However, other studies, such as that of Horst (2005) in which learners picked up over half of the target words after extensive reading, have demonstrated larger gains. Increasing the number of exposures to target words in a text is one way of increasing the amount of word gain. Rott (1999) demonstrated that 6 exposures led improved learning as compared to 4 or 2 exposures. Other studies have increased used higher numbers of repetitions but have failed to ensure complete (incidental) learning of target words. Waring and Takaki (2003), for example, found that 8 exposures led to only a 50% chance of the learners being able to accurately match the word to its meaning a few months later.

Other studies (e.g., Hulstijn 1992) have demonstrated that L2 vocabulary learning during reading improves if learners are simply instructed to attempt to learn target words and told that they will be tested on them, pointing to the strong impact of maintaining an intentional orientation toward L2 vocabulary learning. Other research on intentional L2 vocabulary learning has isolated variables that lead to improved vocabulary learning in this context. Prince (1996) compared translation-based L2 vocabulary learning with presenting L2 vocabulary in the context of sentences and translation-based learning to be more effective. Allowing learners opportunities to attempt to retrieve target words on their own also has been found to increase learning (e.g., Royer 1973). Also, varying talker, speaking style, and speaking rate during intentional L2 vocabulary learning has been found to substantially improve intentional L2 vocabulary learning (Barcroft and Sommers 2005; Sommers and Barcroft 2007).

Vocabulary Attrition

Vocabulary acquisition is not a tidy linear affair, with only incremental advancement and no backsliding. All teachers recognize that learners forget material as well. This forgetting (attrition) is a natural fact of learning. We should view partial vocabulary knowledge as being in a state of flux, with both learning and forgetting occurring until the word is mastered and `fixed' in memory. For example, Schmitt (1998) found that advanced L2 university students improved their knowledge of the meaning senses of target words about 2.5 times more than that knowledge was forgotten (over the course of one year), but this means there was some backsliding as well.

Of course attrition can also occur even if vocabulary is relatively well known, such as when one does not use a second language for a long time, or one stops a course of language study. Studies into attrition have produced mixed results, largely due to the use of different methods of measuring vocabulary retention (e.g. Bahrick 1984; Hansen, Umeda and McKinney 2002; Weltens and Grendel 1993). In general though, lexical knowledge seems to be more prone to attrition than other linguistic aspects, such as phonology or grammar. This is logical because vocabulary is made up of individual units rather than a series of rules, although we have seen that lexis is much more patterned than previously thought. It appears that receptive knowledge does not attrite dramatically, and when it does, it is usually peripheral words, such as low-frequency noncognates, which are affected (Weltens and Grendel 1993). On the other hand, productive mastery is more likely to be lost (Cohen, 1989; Olshtain 1989), although see Schmitt (1998) for contrary results. There is some evidence that the rate of attrition is connected to proficiency level, with learners with larger vocabularies retaining more residual knowledge of their vocabulary (Hansen, Umeda and McKinney 2002). Weltens, Van Els and Schils (1989) found that most of the attrition for the participants in their study occurred within the first two years and then levelled off. Overall, once vocabulary is learned, it does not seem to ever completely disappear, as Bahrick (1984) found residual vocabulary knowledge in his informants even after 50 years of language disuse. It therefore is probably best to think of attrition in terms of loss of lexical access, rather than in terms of a complete elimination of lexical knowledge. 


The Developing Bilingual Mental Lexicon

Second language vocabulary acquisition is a complicated and often error-ridden process. It is no surprise that second language learners make frequent lexical mistakes. In fact, most every language learner can likely recall some type of humorous slip of the tongue that has happened. For example, in Spanish the false cognate embarazado/a (meaning ‘pregnant’) sometimes gets substituted for avergonzado/a (meaning ‘embarrassed’), resulting in, as one could imagine, quite amusing sentences. Why do errors like this happen? More importantly, what do these errors tell us about the underlying architecture of the developing bilingual lexicon? 

To answer these questions, we turn to one of the most well-known developmental models of the lexicon, the Revised Hierarchical Model (RHM: Kroll and Stewart, 1994). This model directly addresses the connections between lexical and conceptual links and how they changes as an L2 learner becomes more proficient in the L2. We limit ourselves to discussing this one model and this one specific claim of the model in particular because its applications to vocabulary learning are salient. In the section below, we first present and describe the RHM. We then provide an illustrative example of an empirical test of the model that uses a translation recognition task, a psycholinguistic task that has recently been quite popular in investigating the developmental claims of the RHM. 
The Revised Hierarchical Model

One of the central claims of the RHM is that second language learners, in beginning stages of language learning, rely on an L1 translation strategy. In other words, when L2 learners are trying to link a new lexical form to its corresponding concept, they will initially use the L1 lexical link to access the concept. This translation strategy is depicted in the model below (see Figure 1). First, the model contains two separate lexicons for L1 and L2 words and one common conceptual store. 

Figure 1. Revised Hierarchical Model (Adapted from Kroll and Stewart, 1994)
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The L1 lexicon is represented as larger and containing more words than the L2 lexicon. Second, the arrows in the model represent the lexical and conceptual links assumed to be active in bilingual memory. There are both lexical, word-to-word links, and conceptual, word-to-concept links, in this model. Third, the relative strength of these links, as represented by the thickness of the arrows, is assumed to be a function of language dominance. For a beginning learner, the associations between L1 words and concepts will be very strong, whereas the associations between L2 words and concepts will be weaker. Similarly, the model suggests that lexical associations from L2 to L1 will be strong, whereas the L1 to L2 lexical links will be weaker. Last, what is striking about this model is that it captures the asymmetry in the interlanguage connections between the lexical representation and the conceptual information in the developing lexicon. As proficiency in the L2 increases, the interlanguage connections change and shift from lexical processing to semantic processing. In other words, L2 learners move away from the L1 translation strategy.

One study that is directly related to the idea that L2 learners move away from a translation strategy with increasing skill in the L2 is Talamas, Kroll, and Dufour (1999). In their study, Talamas et al. described evidence from the classroom setting in which learners in a basic level language class made errors based on lexical form relations. For example, beginning learners would confuse words like mujer (meaning woman) for mejor (meaning best), or cuida (meaning to take care of) with ciudad (meaning city). Learners, in what they describe as a more enriched or advanced classroom setting, did not seem to make those types of errors, and instead made more semantic based errors. Using this idea that less proficient learners were more tricked by form related similarities, Talamas et al. created experimental stimuli that would reflect the nature of L2 vocabulary errors to test this developmental prediction of the RHM. 

Talamas et al. (1999) compared the performance of more and less proficient bilinguals on a translation recognition task (De Groot, 1992a). In a translation recognition task, a word is presented briefly on a computer screen in one of the participant's two languages and is then followed by a word in the other language. The task was to decide as quickly and as accurately as possible whether the second word was the correct translation of the first. In the Talamas et al. study, the critical focus concerned those trials on which the two words were not translation equivalents (i.e., the no trials). On half of the no trials, the two words were related by virtue of word form similarity (e.g., man-hambre where hambre means hunger and looks like the correct translation hombre) or meaning (e.g., man-mujer where mujer means woman). Thus, the experimental stimuli reflected the types of errors that were occurring in the classroom. The logic of the task was that if a learner had a difficult time (i.e. took longer in terms of reaction time in milliseconds or was more inaccurate) rejecting these tricky ‘no’ pairs compared to unrelated ‘no’ pairs, then the type of relationship (either form or meaning) was to blame.

Talamas et al. tested English-dominant individual who differed in their level of proficiency in Spanish. They found that the two types of related trials produced different results for the more and less proficient bilinguals. For less proficient bilinguals, there was significant interference for form-related pairs (man-hambre), but little effect for semantically related pairs (man-mujer). For more proficient bilinguals, the pattern was reversed; form-related pairs produced inconsistent effects in performance but semantically related pairs produced significant interference. The overall pattern of results mirrors the anecdotal classroom evidence and provides support for the hypothesis that early in second language learning, lexical form relations between L2 and L1 provide the basis of interlanguage connection (See Sunderman and Kroll 2006 for additional evidence also using a translation recognition task). 

Thus, the RHM provides valuable insights into answering why L2 learners make the types of errors they do. Over the years, scholars have challenged aspects of the architecture and the various claims of the RHM. For example, some have called into question the degree to which the semantics are shared across languages (e.g., De Groot, 1993; Pavlenko, 1999). Others have questioned whether the lexicons are integrated (e.g., Brysbaert, 1998; Van Heuven et al., 1998). However, the RHM remains to be a valuable model for those interested in research on the underlying representations of form and meaning in L2 vocabulary acquisition. Readers interested in learning more about additional claims and research on the RHM, as well as other models of the bilingual lexicon, should consult Kroll and Sunderman 2003. 

Chapter Summary

This chapter highlighted key points in the history of linguistic research on lexis; clarified key concepts related to what words are, including the various formal and semantic properties of words and the lexical characteristics of words, such as word frequency and orthographic neighbourhoods. The chapter also emphasized and exemplified the important role of formulaic language in language learning and language use and the abundant amount of regional variation that exists in language at the lexical level, including examples for individual words as well as multiword phrases. In light of the large number of research areas related to lexis, we selected two areas of research, L2 vocabulary learning and the bilingual mental lexicon, as our foci for the final two sections of the chapter. Among the issues discussed in these sections were the incidental-intentional distinction in L2 vocabulary learning and the development of concept mediation over time as part of the bilingual mental lexicon.
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