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Introduction

Formulaic sequences are ubiquitous in language use (Nattinger and DeCarrico, 1992: 66) and they make up a large proportion of any discourse.  Erman and Warren (2000) calculated that formulaic sequences of various types constituted 58.6% of the spoken English discourse they analyzed and 52.3% of the written discourse.  Using different criteria and procedures, Foster's raters judged that 32.3% of the unplanned native speech they analyzed was made up of formulaic language (Foster, 2001).  If formulaic sequences are so widespread in English discourse, it follows that proficient English speakers must have knowledge and mastery of these sequences at some level.  A number of scholars claim that this knowledge is extensive.  For example, Pawley and Syder (1983: 213) suggest that the number of "sentence-length expressions familiar to the ordinary, mature English speaker probably amounts, at least, to several hundreds of thousands.”  Jackendoff (1995) concludes from a small corpus study of spoken language in a TV quiz show that formulaic sequences may be of equal if not greater significance than the lexicon of single words, while Mel`čuk (1995), who uses the term ‘phraseology’, claims even greater overall significance for such sequences. The idea that proficient language users know numerous formulaic sequences is intuitive, but it must be said that the above claims are made by assertion, as there is little empirical work to substantiate them. However, they do fit well with Sinclair's (1991) view that language as a whole is organised according to two main structuring principles: an open choice principle and an idiom principle, with the latter involving the widespread use of formulaic stretches of words.1 Furthermore, this store of formulaic sequences is dynamic and is constantly changing to meet the needs of the speaker (Wray, 2002: 101).  Even if the above claims prove to be somewhat overstated, it is clear that lexical patterning does exist in English, and therefore must have some consequences in terms of how English is acquired, processed, and used. 

Some types of formulaic sequence have always been obvious in the form of idioms, proverbs, and sayings.  These sequences noticeably operate as single units at some level, even though their form consists of multiple orthographic words.  The fact that these multi-word units express a single meaning made them stand out.  In the case of idioms, their meaning could not be derived from the sum of meanings of the component words and they did not always follow the rules of grammar.  These multiword units were often relegated to a peripheral category by scholars; acknowledged, but dismissed as having only a minor role in language (see Wray, 2002).  The advent of computerized corpus studies made additional patterning evident, and it soon became clear that lexical patterning was not limited to these obvious multiword units (e.g. Biber et al. 1999).2 

In fact, formulaic sequences seem to exist in so many forms that it is presently difficult to develop a comprehensive definition of the phenomenon.  This lack of a clear definition remains one of the foremost problems in the area.  Some commonly-used criteria come from the area of corpus linguistics, such as institutionalization, fixedness, and non-compositionality, which Moon (1997: 44) suggests are key characteristics of what she calls multi-word items.  Another often-cited criterion is frequency of occurrence, on the assumption that if a sequence is frequent in a corpus, this indicates that it is conventionalised by the speech community, at least to some extent.  In general, corpus definitions are concerned with identifying and describing formulaic sequences as they occur throughout a corpus.

These criteria are useful, but are not the only possible way to view formulaic sequences.  Psycholinguists and language acquisition specialists focus on criteria which determine whether sequences are known by individual subjects, and whether these sequences are formulaic and stored as wholes in the subject's mental lexicon.  Thus criteria are used such as whether a sequence of words is produced more than once by a subject (indicating that the sequence is known and not just a one-off imitation of a sequence heard by the subject) and whether it is produced with an intact intonation contour (suggesting the sequence is stored as a whole).  

Although linguistic and psycholinguistic criteria have been developed for different purposes, any satisfying description of formulaic sequences probably needs to draw on both perspectives.  Thus the next section will utilize insights from both linguistic and psycholinguistic traditions as it explores some of the characteristics of formulaic sequences. 

Selected Characteristics of Formulaic Sequences

One of the reasons it is difficult to define formulaic sequences lies in their diversity.  For example, formulaic sequences can be long (You can lead a horse to water, but you can't make him drink) or short (Oh no!), or anything in between. They are commonly used for different purposes. They can be used to express a message or idea (The early bird gets the worm = do not procrastinate), functions ([I'm] just looking [thanks] = declining an offer of assistance from a shopkeeper), social solidarity (I know what you mean = agreeing with an interlocutor), and to transact specific information in a precise and understandable way (Wind 28 at 7 = in aviation language this formula is used to state that the wind is 7 knots per hour from 280 degrees).  They realize many other purposes as well, as formulaic sequences can be used for most things society requires of communication through language. These sequences can be totally fixed (Ladies and Gentlemen) or have a number of 'slots' which can be filled with appropriate words or strings of words (_[someone/thing, usually with authority]_ made it plain that _[something as yet unrealised was intended or desired]_).  With this diversity in mind, it is little wonder that different researchers have looked at formulaic sequences and seen different things, resulting in a variety of terminology to express various perspectives.  The range of this terminology is evident from the fact that Wray (2002: 9) found over fifty terms to describe the phenomenon of formulaic language.  Below is a sample:

chunks 


formulaic speech 

multiword units

collocations 


formulas 


prefabricated routines

conventionalised forms 
holophrases 


ready-made utterances

The scope of this list made it difficult to even decide on a cover term to use for the notion of formulaic language in this chapter.  We have decided to use the term formulaic sequence based on a definition by Wray (2002: 9):

a sequence, continuous or discontinuous, of words or other elements, which is, or appears to be, prefabricated: that is, stored and retrieved whole from memory at the time of use, rather than being subject to generation or analysis by the language grammar. 

This term covers a wide range of formulaic language, and touches on two key criteria of the emphasis in this book: a) we are concerned with sequences of lexis and b) the mind handles, or appears to handle, these sequences at some level of representation as wholes.  However, using this definition, Wray argues that even single words and morphemes can be seen as formulaic sequences.  In this chapter we wish to focus primarily on multi-word sequences of lexis and so initially searched for other terms.  The term formula is often used, but usually to mean a string of formulaic language with idiosyncratic conditions of use, and so is not really suitable for use as a cover term.  Similarly, lexical phrase is used by Nattinger and DeCarrico (1992) to emphasize the relationship between formulaic language and functional language use.  When we were considering the various possible terms, each with their own particular bias, Koenraad Kuiper was most helpful in pointing out that there are two underlying properties which define the language phenomenon we are trying to capture: a) the units of formulaic language are not merely any sequence of words, but phrases, and b) they are lexical items exactly like other lexical items such as words, and with the same properties as words would have if they were phrases.  This line of reasoning leads to two obvious terms, phrasal lexical item and phrasal lexeme and we considered carefully the adoption of such terms. However, even bearing in mind such distinctions, we settled in the end on formulaic sequence (FS) as the most comprehensive term for our investigations.3 

The term formulaic sequence is thus intentionally all-encompassing, covering a wide range of phraseology.  Since there is so much diversity, it is difficult to identify absolute criteria which define formulaic sequences.  Rather it is probably more useful to discuss characteristics which are typical of formulaic sequences, even though every example lexeme might not exhibit each characteristic.  Wray and Perkins (2000, Figure 2) provide an extensive listing of these characteristics.  Also, the interested reader will find Wray (2002), a book-length treatment of formulaic language to which much of this chapter is indebted, an excellent resource.  Assuming that the reader is familiar with the basic conceptual background regarding formulaic sequences, in this section we will overview a few of the characteristics which we find particularly interesting. 

Formulaic sequences appear to be stored in the mind as holistic units, but they may not be acquired in an all-or-nothing manner.

There is plenty of evidence to suggest that formulaic sequences are typically stored and processed as unitary wholes, even if this is not true in every case.  Perhaps the most obvious evidence lies in semantically-opaque formulaic sequences, such as idioms, where the meaning of the sequence cannot be derived from knowledge of the component words.  The only way to know the meaning of the idiom is to have learned it as a sequence.  There is also evidence on the phonological front: formulaic sequences are typically spoken more fluently, with a coherent intonation contour, to the extent that this has been accepted as one criterion of formulaticity (e.g. van Lancker, Canter, and Terbeek, 1981; Peters, 1983, p. 10).  Moreover, Pawley and Syder (1983) assert that formulaic sequences offer processing efficiency because single memorized units, even if made up of a sequence of words, are processed more quickly and easily than the same sequences of words which are generated creatively.  This assertion is supported by evidence from Kuiper (1996, this volume) and his colleagues (Kuiper and Haggo, 1984), who show that 'smooth talkers' (auctioneers, sportscasters) use formulaic language a great deal in order to fluently convey large amounts of information under severe time constraints.  In addition to this productive advantage, there seems to be a receptive advantage as well.   Underwood, Schmitt and Galpin (this volume) demonstrate that the words, when they are part of formulaic sequences, are read more quickly than the same words when embedded in non-formulaic text.

One might also assume that there is a processing-based reason behind the fact that the preferred realization of many functions (e.g. making apologies, requesting) is one or more formulaic sequences.  For example, when shifting a topic, we commonly use a formulaic sequence like by the way, but create novel phrases such as It's time for a topic change much more rarely.  If creatively-generated language was cognitively more efficient, we would not expect to find formulaic sequences realizing functional language usage nearly as frequently as we do in corpus evidence.  

Formulaic sequences generally appear to be processed as wholes and it is likely that many are also learned as wholes, especially short salient ones like Go Away!  However, there are good arguments for why some formulaic sequences are not learned in an 'all-or-nothing' manner.  Some L1 children seem to acquire an initial phonological mapping of formulaic sequences proceeding from the whole to the individual parts, but with some elements still incompletely grasped, especially the unstressed phonemic constituents (Peters, 1977; Wray, 2002, Chapter 6).  In these cases, the formulaic sequences are learned over time, with the later stages of acquisition consisting of 'filling in' the gaps in the initial incomplete rendering of the sequence.  Likewise, some of the component words in the formulaic sequence, as well as the syntactic structure may not be known initially either.  Peters (1983) suggests that these elements may be later extracted from the formulaic sequence through a process of segmentation.  Another way formulaic sequences are learned over time involves the flexible slots many formulaic sequences have which can be filled with semantically-appropriate words or phrases.  If the formulaic sequences are initially acquired with these slots as part of the structure, one might expect that it would take longer to learn the appropriate language insertions for these slots than to learn the fixed elements of the sequence.  Alternatively, if the slots are created when paradigmatic variation is noticed at one location in a previously fully-fixed string, then this learning is also incremental in the sense that a fixed formulaic sequence must first be acquired before it analyzed to form a formulaic sequence with slots.  Moreover, shorter formulaic sequences can be combined together into longer and more complex formulaic sequences (Peters, 1983: 73), which means that the component formulaic sequences need to be learned as the initial step to acquiring the subsequent formulaic sequence.

The transparency of formulaic sequences might also affect the learning burden.  Formulaic sequences lie on a continuum of transparency/opaqueness, with idioms at the obscure end, but with many sequences being quite transparent at the other end (my point (here) is that _____). It may well be that transparent sequences are learned in a somewhat different manner than opaque sequences, perhaps even being generated online in the first instance through knowledge of the individual component words and knowledge of syntactical sequencing.  

The learning of one kind of lexeme (individual words) is incremental and produces different learning burdens (Schmitt, 2000; Nation, 1990), and there is no reason to believe that other types of lexeme (i.e. formulaic sequences) are any different in this respect.  This would suggest that many formulaic sequences are partially known for a number of exposures until the point where they become mastered.   

The question of complete, holistic acquisition vs. incremental acquisition of formulaic sequences is an interesting one, because the answers may eventually determine which formulaic sequences are practical to teach under ever-present time constraints, and which are not.  

Formulaic sequences can have slots to enable flexibility of use, but the slots typically have semantic constraints.

We have mentioned that some formulaic sequences are completely fixed strings of words, while others have slots in addition to their fixed elements.  There is no doubt that in some cases, fixedness is an advantage.  For example, Watch Out! is an instantly recognizable warning, precisely because it is fixed, and little processing should be required to understand it.  We could shout something like Watch the car coming behind you!, but if milliseconds count, then a shorter, more conventionalised warning is likely to be most effective.  However, it is an advantage in much of language use to allow more flexibility of meaning.  For example, if we wish to express the notion that some activity or achievement is unusual, unexpected, or exceptional, then we can use phrases like Diane thinks nothing of running 5 miles before breakfast or He thinks nothing of driving 100 miles per hour on the freeway.  The underlying structure to these sentences is ‘_____ thinks nothing of _____’, which allows the flexibility to express the ‘unexpected’ notion in a wide variety of situations.  This scaffold can aid fluent language because some of the language is already preassembled and can be used in a variety of situations.   

The slots in this type of formulaic sequence are not always completely open however; there are often semantic constraints which control which word or words can be used in the slots.  In the example above, the second slot must capture the idea of something unusual or unexpected, precisely because that is the reason for using this particular formulaic sequence.  Note how the sentence ‘She thinks nothing of sleeping 8 hours per night’ sounds strange because sleeping that amount of time is usual.  Conversely, ‘She thinks nothing of sleeping 14 hours per night’ seems acceptably surprising.  

Our intuitions say that these flexible formulaic sequences are widely-used in discourse, simply because they are adaptable to wide range of situations.  We would expect this suggested broad usage to be evident in corpora.  The evidence may well be in the data, but the problem is that flexible formulaic sequences are difficult to identify using current concordancing packages.  Modern concordancers are good at identifying contiguous sequences, but we do not yet have software which can identify flexible formulaic sequences automatically from corpora.  Once this software is developed, we may find that flexible formulaic sequences are even more prevalent than totally fixed ones.

Formulaic sequences can have semantic prosody.

Individual words (other than technical vocabulary) usually have a relatively wide range of usage. For example, the noun form of the word border can mean a political boundary, a geophysical boundary, the edge of a something like a piece of fabric, and the verb form can mean being adjacent to such a boundary.  However, once the word border is used syntagmatically with other words (e.g. bordering on), its usage can become constrained.  Consider the following concordance lines from the British National Corpus (BNC):

                [editor's note: line up 'bordering on' vertically]

      managers with an abandon bordering on carelessness.

demonstrated an intransigence bordering on arrogance.

  been consumed, struck me as bordering on the ill-mannered.    

 class were treated with distrust bordering on disdain.

       sat in a state of sullenness bordering on rage or had conspicuously moved    

fundamentally disturbed, and bordering on the deeply neurotic or worse.

area to the south-east of Cumbria, bordering on Lancashire.

      drawn up to which all states bordering on its coasts should adhere.

        or emerging from property bordering on a road, give way to pedestrians

       Choose a good hotel, even bordering on the luxurious if you can.

Of the 100 instances of bordering on in the BNC, 27 do refer to a physical location, but by far the most frequent usage (57 instances) carries the meaning of ‘approaching an undesirable state (of mind)’.  This majority usage entails a negative evaluation of the situation which is key to the meaning sense it imparts.4 This type of evaluation has been referred to as semantic prosody (Sinclair, in press [2004]), and is a feature of a number of formulaic sequences.5  Sinclair illustrates how rife behaves similarly:

-Male chauvinism was rife in medicine in those days.

-Fears are now rife that the price could plunge well below 30p by the end of the

  year.   

Proficient language users know that rife is used to express the meaning 'something undesirable is too common', and that the formulaic sequence in which rife is embedded typically has the following structure:

SOMETHING UNDESIRABLE is/are rife in LOCATION/TIME.

To project the formulaic sequence’s meaning, one slot has the semantic constraint 'something nasty or undesirable'.  Likewise, the sequence inevitably carries a negative connotation, because that is the primary reason this sequence is used.  Knowledge of this allows the correct interpretation of the following as an assertion that there are too many artists in the panel system, even though this is not explicitly stated.

The panel system is rife with artists.

Thus, just as single words can carry register/appropriacy marking (skinny has a more pejorative marking than thin), formulaic sequences can carry semantic prosody, and it often is a key element of the sequence’s meaning.  So it seems clear that formulaic sequences can carry semantic prosody, but to our knowledge no one has done research into how many do and how many do not.  This merely reinforces our impression that there is still a lack of research into many important aspects of formulaic sequences.  

Formulaic sequences are often tied to particular conditions of use.

The term formulaic sequence is deliberately inclusive, and contains a number of different kinds of patterned language.  As mentioned earlier, some formulaic sequences are relatively obvious in terms of opacity of meaning and/or fixedness of form and so have been defined and discussed for quite some time: e.g. phrasal verbs, idiom, proverbs, and fixed binomials/trinomials.  However, even with these established categories of patterned language, definitions depending solely on descriptions of form and meaning are sometimes not completely clear.  For example, most proverbs are semantically opaque, and so would be classified as idioms on the basis of that, so what is the difference between them?  One way of differentiating the two is their conditions of use.  Idioms are typically used to express a concept (put someone out to pasture = retire someone because they are getting old), while proverbs typically state some commonly believed truth or advice (The longest journey begins with the first step = a suggestion not to procrastinate, but to begin a long process by taking the first necessary steps).  

In addition to these 'traditionally-recognized' categories, we would argue that conditions of use can also be used to fruitfully discuss a broader range of formulaic sequences.  Wray (2002, Chapters 4-7) offers a comprehensive exploration of the roles that formulaic sequences have in children and adults, but here we can highlight only a few key reasons why formulaic sequences are used in communication.    

It has been found that recurring situations in the social world require certain responses from people.  These are often described as functions, and include such (speech) acts as apologizing, making requests, giving directions, and complaining.  These functions typically have conventionalized language attached to them, such as I'm (very) sorry to hear about ____ to express sympathy and I'd be happy/glad to _______ to comply with a request (Nattinger and DeCarrico, 1992: 62-63).  Because members of a speech community know these expressions, they serve a quick and reliable way to achieve the related speech act.  Nattinger and Decarrico suggest that the use of formulaic sequences for functional purposes is widespread, and we are inclined to agree, but believe that the research is too thin on the ground to truly know the extent of their use.

One common type of function which is often realized by formulaic sequences is maintaining social interaction.  People the world over engage in 'light' conversation for pleasure or to pass the time of day.  In these cases, the purpose of communication is unlikely to be serious attempts to exchange information or to get someone to do something.  Rather, the content is less important than the fact that there is a semblance of communication.  In these cases, people rely on a set of conventionalised phatic phrases which are non-threatening and help keep the conversation flowing.  Examples include comments about the weather (Nice weather today; Cold isn’t it), agreeing with your interlocutor (Oh, I see what you mean; OK, I’ve got it), providing backchannels and positive feedback to another speaker (Did you really?; How interesting). As Kecskes (2003) points out in a study of what he terms 'situation-bound utterances’, such sequences have the purpose of acting both as a social lubrication and of actively co-constructing interpersonal communication.  

Another specific function formulaic sequences realize is that of discourse organization.  This is well known to EAP specialists, who commonly teach various discourse markers in writing classes (in other words, in conclusion).  Spoken discourse is also rich in these organizing phrases, for example: on the other hand (expressing an alternative viewpoint), to put it another way (re-phrasing), as I was saying, speaking of which (providing links to previous utterances).  

Sometimes the purpose of using formulaic sequences is to transact information in a precise and efficient manner.  Technical words in a field realize this purpose (scalpel is a specific type of knife used in medicine), but technical vocabulary does not have to be limited to single words.  Indeed, in many fields exact phraseology is stipulated to avoid any possible misunderstanding.  In aviation language, the phrase Cleared to land gives the pilot very specific rights and responsibilities.  Likewise, the conventionalised way of reporting blood pressure is blood pressure is 140 over 60 and everyone in the medical field knows to place the higher pressure figure first.  This specific type of 'technical' formulaic sequence is likely to be quite prevalent in technically-based discourse, but again, nobody has yet researched its true extent.  

There are other purposes which formulaic sequences carry out as well, as illustrated in Wray (2002).  Additional ones are likely to emerge with further research.  Because formulaic sequences have so many important and frequent uses in language, it should not be surprising that such patterns are frequent in language. Moreover, because particular sequences are tightly linked to particular language functions or information, our interlocutors expect them, and they are the preferred choice.  Thus formulaic sequences are not only useful for efficient language usage; they are essential for appropriate language use. 

The Acquisition of Formulaic Sequences

For about two decades, there has been a steadily increasing amount of research being done on vocabulary in general (see Meara, 1987, 1992, 2003), and with it we are also starting to see more interest in formulaic language.  Corpus-based research has informed the field by identifying formulaic language and describing how it is used in discourse.  The body of continental work has largely focused on such issues as lexicography, the phraseology of regional dialects, and text linguistics (Kon Kuiper, personal communication).  However, it is probably fair to say that the amount of research into the acquisition of formulaic sequences has been fairly modest in comparison (see Wray, 2002, for the most comprehensive overview; also Weinert, 1995).    

There is a consensus that some L1 children do learn and use formulaic sequences before they have mastered the sequences' internal makeup. Moreover, the acquisition of formulaic sequences might depend to some extent on whether children are referential or expressive learners, that is, whether they are ‘system learners’ more than they are ‘item-learners’ (Cruttenden, 1981) (see also Brown, 1973 and Peters, 1983).  Nelson (1973) found that children who had referential preferences (naming things or activities and dealing with individual word items) usually learned more single words, particularly nouns.  Conversely, children who had more expressive tendencies (having interactional goals; focusing on the social domain) were more likely to learn whole expressions which were not segmented. The reason for these preferences may be psycholinguistic in nature (Bates and MacWhinney, 1987), or may only reflect what the child "supposes the language to be useful for": predominantly naming things in the world or engaging in social interaction (Nelson, 1981: 186).  It may also reflect the input a child receives: games for naming things in the world or social control clumps such as 'D'ya wanna go out?' (Nelson, 1981). Regardless of the underlying reason, there seems to be a link between the need and desire to interact and the use of formulaic sequences.

In L2 acquisition, formulaic sequences are also relied on initially as a quick means to be communicative, albeit in a limited way.  This can lead to quicker integration into a peer group, which can result in increased language input.  Wong Fillmore (1976) found this was the case with five young Mexican children trying to integrate into an English-medium school environment. She identified eight strategies the children used, and at least three of them directly involved formulaic language:

● Give the impression, with a few well-chosen words (phrases), that you speak

   the language

● Get some expressions you understand, and start talking

● Look for recurring parts in the formulas you know.

The use of formulaic sequences enabled the realization of these strategies even though the children's language capabilities were quite limited.  Furthermore, the use of formulaic sequences to facilitate language production is not restricted to L2 children.  Schmidt's (1983) study of Wes is a good example of the phenomenon in L2 adults; Wes's speech is filled with formulaic language as a means of fulfilling his desire to be communicative, but not necessarily accurate.  

But formulaic sequences may provide language learners with more than an expedient way to communicate; they might also facilitate further language learning.  For L1 learners, it has been proposed that unanalysed sequences provide the raw material for language development, as they are segmented into smaller components and grammar (see Peters, 1983). If so, it is possible that they serve the same purpose for L2 learners (e.g. Bardovi-Harlig, 2002).  However, even if this proves not to be the case, there is little doubt that the automatic use of acquired formulaic sequences allows chunking, freeing up memory and processing resources (Kuiper, 1996, and Ellis, 1996 who explores the interaction between short-term and long-term phonological memory systems).  These can then be utilized to deal with conceptualising and meaning, which must surely aid language learning.  Wood (2002: 5) nicely summarizes the possible double role of formulaic sequences in language acquisition:

They are acquired and retained in and of themselves, linked to pragmatic competence and expanded as this aspect of communicative ability and awareness develops.  At the same time, they are segmented and analyzed, broken down, and combined as cognitive skills of analysis and synthesis grow.  Both the original formulas and the pieces and rules that come from analysis are retained.

So sequence-based learning seems to have a part to play in language acquisition.  A key question is how large a part it plays compared to grammar-based acquisition.  Wray and Perkins (2000) and Wray (2002) argue that the balance of sequence-based versus grammatically-generated language varies during an L1 child's development.  During Phase 1 (birth to around 20 months), the child will mainly use memorized vocabulary for communication, largely learned through imitation. Some of this vocabulary will be single words, and some will consist of sequences.  At the start of Phase 2 (until about age 8), the child's grammatical awareness begins, and the proportion of analytic language compared to holistic language increases, although with overall language developing quickly in this phase, the amount of holistically-processed language is still increasing in real terms.  During Phase 3 (until about age 18), the analytic grammar is fully in place, but formulaic language again becomes more prominent.  "During this phase, language production increasingly becomes a top-down process of formula blending as opposed to a bottom-up process of combining single lexical items in accordance with the specification of the grammar" (Wray and Perkins, 2000: 21).  By Phase 4 (age 18 and above), the balance of holistic to analytic language has developed into adult patterns.

The course of formulaic sequence development is more difficult to chart in L2 learners.  Typically there is early use of formulaic sequences, often after a silent period. As learners' proficiency improves, there is the reasonable expectation of language which is more accurate and appropriate.  In natives, this is achieved to a large extent through the use of formulaic sequences.  Unfortunately, the formulaic language of L2 learners tends to lag behind other linguistic aspects (Irujo, 1993). This may be partly due to a lack of rich input: Irujo (1986) suggests that idioms are often left out of speech addressed to L2 learners.  Learners also seem to avoid the use of idiomatic language (Kellerman, 1978), although this may have more to do with the degree of L1-L2 similarity than any intrinsic difficulty (Laufer and Eliasson, 1993; Laufer, 2000; Vihman, 1982: 272).  There is also the tendency to stick with familiar and 'safe' sequences which the learners feel confident in using (Granger, 1998), although De Cock (2000) found that some formulaic sequences were overused, some underused, and others simply misused by nonnatives when compared to native norms.  These tendencies have been noted by researchers, but overshadowing all of these results is the great variation in L2 use of formulaic sequences, which must at least partially stem from the fact that L2 learners are a diverse group in terms of age, manner of acquisition, L1, social environment, etc. (Wray, 2002: 144ff) .  There may well be an underlying systematicity to the acquisition and use of L2 formulaic language, but there is simply not enough focused research at present to say very much with conviction.

One interesting development is the emergence of pattern-based models of acquisition, which posit that the human facility for language learning is based on the ability to extract patterns from input, rather than being under the guidance of innate principles and parameters which determine what aspects of grammar can and cannot be acquired (see Ellis, 1996, 2002, SSLA 24).  This line of thinking suggests that we learn the letter sequences which are acceptable in a language (the consonant cluster sp can be word-initial in English, but hg cannot) simply by repeatedly seeing sp at the beginning of words, but not hg.  This learning is implicit, and may not be amenable to conscious metalinguistic explanation.  Of course, learners may eventually reach the point where they can declare a 'rule' for this consonant clustering, but the rule is an artefact of the pattern-based learning, rather than the underlying source of learning.  This pattern-based learning also works for larger linguistic units, such as how sequences of morphemes can combine to form words (un-question-able, un-reli-able, un-fathom-able).  Moving to words, we gain intuitions about which words collocate together and which do not  (blonde hair, *blonde paint; auburn hair but only for women, not men).  Many of these collocations must be based solely on pattern recognition, because there is often no semantic reasoning behind acceptable/nonacceptable pairings (*blonde paint makes perfect logical sense).  Neither are collocations likely to be learned explicitly, because they are not normally taught, and even if they are, only possible cases are illustrated, not inappropriate combinations.  Longer formulaic strings, which are also based on patterns rather than rules, seem to fit very nicely with such sequence-based models of acquisition as well.  Time will tell whether this kind of model best captures the mechanics of formulaic sequence acquisition (and that of language in general), but one thing seems certain.  Given the increasingly evident importance of formulaic sequences in language use, convincing explanations of the mechanics of their acquisition must become an essential feature of any model of language acquisition.

Issues Explored in this Volume

Much of everyday language is conventionalized, and this conventionalization is realized by various types of formulaic sequence.  However, there are some kinds of language which are exceptionally conventionalised.  Some examples of this are language which routinely covers the same topics over and over again (weather reporting, oral heroic poems), language where speed is important (auctioneering, sports reporting), and language where very precise formulations are required (air traffic control).  Exploration of how formulaticity is involved in this kind of language use can provide insights into how it is used in more general circumstances.  In Chapter 2, Kuiper reviews his and other research into highly conventionalized language and highlights the advantages of formulaic sequences in this language, as well as showing how the acquisition of situation-specific formulaic sequences (and the attending cultural knowledge) requires a long-term learning process.

It should be clear from the above brief discussion that numerous issues need to be explored concerning how formulaic sequences are acquired, processed, and used.  This requires research, and most of this research will be empirical.  This means that valid and reliable measures of formulaic sequences need to be developed or refined.  Read and Nation consider measurement methodology in Chapter 3, providing an overview of issues which need to be considered when tapping formulaic sequence knowledge.

Corpus evidence shows that formulaic sequences are widespread in native language. However, some research indicates that nonnatives have limited mastery of a limited number of formulaic sequences.  Schmitt et al. address this issue directly in Chapter 4.  The research team measured the productive and receptive knowledge of academically-based formulaic sequences in EAP students studying to enter British universities.  They found that the students knew a surprising number of the formulaic sequences even before they entered the program, and knew most of them after the program finished, indicating that learning had taken place.  Somewhat surprising though, the attitude/motivation and  aptitude factors measured as part of the study did not predict this improvement.

Even though the subjects in the above study were able to improve their knowledge of formulaic sequences as a group, obviously some learners improved more than others.  Using the classic 'good learner/poor learner' design, in Chapter 5 Dörnyei, Durow, and Zahran explored four successful and three unsuccessful learners in detail using a series of extended interviews.  From this rich one-on-one data, they found that success in acquiring formulaic sequences seemed to be strongly related to the subjects’ active involvement in the English-speaking social community. Unfortunately, some of the international students in this study found it extremely difficult to join 'host-national networks’.  The study suggests that if sociocultural adaptation is absent, only a combination of particularly high levels of language aptitude and motivation can compensate for this lack.

The theme of socio-cultural integration is investigated in depth in Chapter 6.  Adolphs and Durow analyzed the spoken output of one high-integration student and one low-integration student to track their use of formulaic sequences over seven months at a British university.  In the first analysis, the subjects’ production of 3-word formulaic sequences was tallied, and only the high-integration student seemed to show any real progress.  However, this tally only shows the number of sequences produced, but not their quality.  The authors carried out a second analysis in which they first compiled a list of the most frequent 15 words in the subjects’ output, and then ran a sequence analysis to identify the sequences which form around these words (e.g. know → I don’t know).  The sequences from the subjects’ production were subsequently compared to CANCODE norming data.  Based on this analysis, the high-integration student clearly outperformed the low-integration student, providing additional evidence for the importance of socio-cultural integration in the acquisition and use of formulaic sequences.  

Corpus analysis has shown that there are a great number of word clusters which recur at varying degrees of frequency within a corpus.  However, what does the existence of recurrent clusters in corpora tell us about how those clusters are stored and processed by the human mind?  In Chapter 7, Schmitt, Grandage, and Adolphs embedded a variety of recurrent clusters drawn from corpus analysis into a psycholinguistic dictation task to see how natives and nonnatives were able to reproduce those clusters.  The results showed that, for the natives, although some of those clusters are likely to be stored holistically in the mind, a large number were not.  The nonnative performance suggests that very few of the clusters were holistically stored in a way that would facilitate accessible retrieval and fluent use.  The authors conclude that it cannot be assumed that recurrent clusters identified through corpus techniques are necessarily stored in the mind in a holistic manner.  

The next two chapters explore how formulaic sequences are processed, using techniques borrowed from psychology.  In Chapter 8, apparatus was employed which tracks the eye movements of participants as they read passages in which formulaic sequences were embedded. Underwood, Schmitt, and Galpin found that both natives and nonnatives had fewer eye fixations on words which were part of a formulaic sequence, than the same words when they were part of non-formulaic text.  The natives also focused on the formulaic sequence words for shorter durations, although the gaze periods for nonnatives did not differ between formulaic and nonformulaic words.  The overall results indicate that there is a processing advantage for formulaic sequences, at least in terms of reading. 

In Chapter 9, Schmitt and Underwood used the same passages with embedded formulaic sequences, but this time the task for subjects was to read the passage one word at a time within a self-paced reading paradigm.  The subjects tapped a button to bring up each subsequent word in a passage, and the time between taps was measured.  In contrast to the above study, this technique showed no difference in recognition speed between the words in their formulaic vs. non-formulaic environments.  However, for the nonnative participants, words appearing in formulaic sequences that were known were recognized faster than words in unknown formulaic sequences.  This may well reflect the difficulty the nonnatives had with the unknown formulaic sequences.  Overall, the results were less than clear, and the authors suggest that the self-paced reading technique needs to be refined for further investigations.    

Formulaic sequences seem to be a common feature across languages.  Thus knowing a formulaic sequence in one language may affect the way it is learned in another.  Spöttl and McCarthy (Chapter 10) examined subjects who knew, or were learning, three or more languages and compared their knowledge of formulaic sequences across those languages.  A think-aloud protocol analysis found that subjects moved between formulaic sequences among their various languages in mainly three ways: 1) the formulaic sequence was translated between languages holistically, without hesitation, repetition, or evaluation 2) when the initial attempt at translation failed, the formulaic sequence itself was repeated and an evaluation of various possibilities evaluated, and 3) when the initial attempt at translation failed, the individual words of the formulaic sequence were repeated (but not the whole sequence), and a search process initiated which focused on those words or the grammar of the language.  The second approach was found to be most common, and a number of strategies were identified within this approach. The authors also found that that their subjects were not particularly good at assessing their true knowledge of target formulaic sequences. 

A perpetual question in pedagogy is how to present target items to learners.  Presumably anything that makes those items more salient or noticeable is beneficial for learning.  In Chapter 11, Bishop explores whether the use of typographical highlighting (underlining and red font) of words and formulaic sequences encourages nonnative learners to click on those items for glosses. Participants looked up more glosses for unknown words than unknown formulaic sequences for unhighlighted items, but for highlighted items, this result was reversed.  This indicates that such highlighting can make formulaic sequences more noticeable.  It has been claimed that formulaic sequences are less easily recognizable as holistic entities than words, because unlike words with spaces around them to indicate their boundaries, it is not clear where the boundaries of unknown formulaic sequences lie. If this is true, then highlighting the form of formulaic sequences can make their 'wholeness' apparent, which may facilitate learning.   

It has often been assumed that formulaic sequences take a long time to acquire.  However, what would happen if they were taught intensively over as short a period as five days?  Wray (Chapter 12) reports on a learner taking part in the British television program "Welsh in a Week".  The participant studied formulaic sequences with the purpose of becoming sufficiently fluent with a limited amount of Welsh in order to meet the challenge of a public presentation.  However, although the learner understood that she would be most successful if she simply memorized the material given to her, by five months after her performance she had introduced typical learner errors into what she remembered of the original material.  This suggests that the adult learner's need to analyze linguistic material is unavoidable, and implies that the teaching of formulaic material to post-pubescent learners may be an uphill struggle.  

Jones and Haywood also take a pedagogical approach in Chapter 13, but this time in a traditional EAP classroom.  They report on their efforts to develop materials for and to teach formulaic sequences to their students over a period of ten weeks.  The students were initially sceptical about the value of focusing on formulaic sequences, but seemed to eventually realize their importance.  The authors carefully tracked their students and found some evidence of modest gains in formulaic sequence knowledge on a test by the end of the study, although there was no substantial evidence of this in the students’ writing.  However, there was clear evidence that the students had increased their awareness of formulaic sequences in general.

Other Lines of Research into Formulaic sequences

This volume reports on research specifically into the acquisition, processing, and use of formulaic sequences.  But in the end it is only one book and cannot hope to cover the many diverse questions which beg for answers.  A few of these questions are listed here as intriguing prompts for any researcher who might want to pursue studies in this important developing area.

1.  Once learned, are formulaic sequences overused or underused in terms of the

     norms of stylistic appropriacy of the speech community, in the same

     way individual words can be over- or underused?  

2.  How are formulaic sequences acquired in naturalistic and formal settings? 

     What is the same/different about learning formulaic sequences in these

     settings?  What is the best way to teach formulaic sequences?  Can they be

     taught at all?

3.  What is the relationship between knowledge of formulaic sequences and

     knowledge of their individual component words?

4.  How many exposures are necessary to learn formulaic sequences with various

     kinds of input?  Is it the same as for individual words?  

5.  What is the nature of attrition of formulaic sequences?  Are some elements

     retained better than others, or is the whole chunk either retained or forgotten?

6.  Which elements of a formulaic sequence are most salient?  Do formulaic sequences

     cluster around a key word or core collocation?

7.  Are formulaic sequences learned in an all or nothing manner?  

8.  Does giving attention to formulaic sequences increase the chances of their 

     acquisition?

There are numerous other questions and we hope that this volume will be followed by many exploring this area.  If it is accepted that formulaic sequences play an important part in language use, then any further research can only add to our knowledge of second language acquisition, linguistic theory, and many other applied linguistic areas.  

Notes

1.  Sinclair illustrates how both principles are essential but that attention has, especially within the Chomskyan tradition, normally been devoted mainly to the former principle.

2. It should be noted that continental researchers have treated multiword units as an important feature of language for decades.  However, they often published in German and Russian, and so their impact was not as great as it might have been in the Anglophone world.  For entry into some of this research, see Zgusta (1971), Aisenstadt (1981), Mel'čuk (1981), Howarth (1996), Cowie (1998), and Burger (2003).

3. Some authors in this book have chosen to use other terms for various reasons, but formulaic sequence will be the cover term used in most chapters. 

4. Bordering on is also used to express positive evaluation, as in the 'hotel' example, in a minority of cases (9 instances out of the 100).  

5.  Stubbs (1995) describes the same phenomenon, referring to it as collocational prosody.  Also, see Stubbs (2002) for a range of corpus-based studies of formulaic sequences.
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