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Abstract

Learners need a large vocabulary to function in a second language.  This is likely to be one of the biggest challenges that they will face in their studies.  This paper encourages teachers to focus on vocabulary in order to help learners face this challenge.  The paper outlines a number of the key issues in teaching and learning vocabulary, starting with the amount of vocabulary necessary to do various activities in English (e.g. read authentic texts).  It then discusses the various types of word knowledge necessary to use a word appropriately in various contexts.  The discussion then moves to the incremental nature of vocabulary learning, including the necessity for recycling, both for consolidation of partially-known words, and for enhancement of what is known about those words.  This recycling can most efficiently be achieved by using an expanding rehearsal revision schedule.  A model of vocabulary acquisition based on a word knowledge framework is then discussed.  Finally, a number of factors which affect the best vocabulary teaching methodologies for any particular context are highlighted.     
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1. Introduction

Vocabulary has always been an essential element of language teaching, and after a long period of relative neglect, it is now widely recognized as such.  This has partly been due to a period of sustained attention and research which picked up momentum in the early 1990s.  From this time, a number of influential books focusing on vocabulary were published (Nation, 1990, 2001; Coady and Huckin, 1997; Schmitt, 2000; Schmitt and McCarthy, 1997; Bogaards and Laufer, 2004; Folse, 2004).  At the same time, research articles focusing on vocabulary issues appeared with regularity.  One result of this research is that we have a much better idea of how to set up a principled approach to teaching vocabulary than before this vocabulary goldrush.  

2. Key Issues

This resurgent research has thrown up many issues which can inform vocabulary teaching, but I would like to concentrate on six in particular in this paper: 

▪ a large vocabulary is needed to function in a language

▪ various kinds of word knowledge are needed to use a word well

▪ vocabulary learning is incremental 

▪ vocabulary learning requires consolidation

▪ vocabulary learning requires enhancement of partial knowledge 

This paper will discuss each of these issues in turn, and attempt to demonstrate how they can inform a more coherent and principled approach to the teaching of second language vocabulary.  I should note here that most of this vocabulary research has been on English as a second language, and thus I will normally use English as the target language in my discussions.  However, many or most of the points made will equally pertinent to the teaching of other languages.

3. A Large Vocabulary is Needed to Function in a Language

In order to understand the best way to help learners acquire vocabulary, one must first know the extent of the vocabulary learning task.  This involves knowing how many words need to be learned.  There are a number of ways of looking at the amount of vocabulary which learners need to acquire.  One way is to consider the vocabulary size of native speakers, who presumably have an adequate vocabulary size to use a language.  In English, educated speakers appear to have a vocabulary size of in the range of 15,000-20,000 word families (Goulden, Nation, and Read, 1990).  Of course, learners are unlikely to master this many words, but the good news is that they can operate efficiently in English with a much smaller vocabulary size.  Perhaps a better way of establishing vocabulary learning goals is to ask how much vocabulary is necessary to achieve the types of language activities which learners want to do.  The first obvious step is communicating in daily conversation.  This has traditionally been set at 2,000 word families based on an older study of Australian worker oral communication (Schonell, Meddleton, and Shaw, 1956).  However, Adolphs and Schmitt (2003) found that that 3,000 word families might be a better target, as this figure covered nearly 96% of the Cambridge and Nottingham Corpus of Discourse English (CANCODE), a modern 5-million word corpus of unscripted spoken discourse.

Another common goal is read authentic materials like books and magazines.  Research by Laufer (1992) suggest that this requires at least 3,000 word families.  However, with this vocabulary size, many words will still be unknown, and learners will still need considerable support from a teacher or dictionary.  So this should be seen as enough vocabulary to initially begin to read authentic texts.  For a reader to be able to independently read these texts, a figure closer to 5,000 word families is necessary, as this would provide about 95% coverage, a level which makes comprehension and successful guessing from context possible (Hu and Nation, 2000).  

Nation (personal communication) suggest that general vocabulary ends at about 5,000 word families.  If learners wish to operate in a technical field, then it makes sense to learn this general vocabulary plus the technical vocabulary for the field.  Beyond this, if a learner wants to be able to use English well in a variety of contexts, then 10,000 word families is a good target as a wide vocabulary (Hazenberg and Hulstijn, 1996).

So at least for daily conversation and initial reading of authentic texts, the vocabulary requirements may not seem too daunting (2,000-3,000 word families).  However, there is the potential for these figures to be misleading, as they represent word families1 and not individual words.  But many teachers might interpret the figures in terms of words, and underestimate the actual vocabulary required.  In fact, each word family contains several members.  In some cases, there may only be a couple of word family members (matrix, matrixes).  In other cases, inflections and derivative forms may result in a few more forms (pilfer, pilfered, pilfering, pilfers, pilferage, pilferer).  In still other cases, the word family may be made up of a large number of members (possess, possessed, possessing, possesses, possession, possessor, possessive, repossess, repossession).  Overall, we can see that the number of individual word forms to use English is much greater than the word family figures would suggest.  

So the bottom line is that a large number of word forms are needed to operate in a language.  While grammar is a closed system in that there are a limited set of rules, vocabulary is open-ended, with even older native speakers learning new words.  As such, it is likely to be the biggest hurdle in learning a language.  This is especially true in English where the vocabulary is especially large and complex.  English has the largest vocabulary of any known language (Schmitt and Marsden, 2006), having absorbed loanwords from a vast number of other languages.  In addition, many of its semantically-related words carry no formal similarities.  For example, a person who swims is a swimmer, and in this case the formal similarities make it easier to for a learner to make the connection.  But many other related words have totally different forms: a person who steals is a thief or robber, unless he robs a house, in which case he is a burglar.  Likewise, the synonyms intelligent, smart, bright, and clever have no formal similarities to show they mean much the same thing.  This lack of a transparent clue to meaning from the word form means that learners must essentially memorize the different word forms individually.  Between the large vocabulary size of English and the often unhelpful nature of its word forms, Nation and Meara (2002) suggest that there is often a ‘Lexical Bar’ to learning English. 
4. Various Kinds of Word Knowledge are Needed to Use a Word Well

If you asked the average educated person on the street (or even many [most?] language teachers) what it means to know a word, they would probably say something like a) knowing what the word means, and knowing how to spell it.  In fact, this is not a bad answer for initial knowledge of a word.  If one thinks about it, a form-meaning linkage is the most basic vocabulary knowledge possible.  If a word’s form is known, but not it’s meaning, it cannot be used.  The converse is also true.  Thus, a form-meaning link is the minimal specification for knowing a word, and being able to use it in any practical way.  So it makes sense to encourage learning form-meaning links as the initial step of vocabulary learning.  

However, this form-meaning link should be seen as only the first step.  It may be possible to use a word with this level of knowledge in a basic way, but it unlikely that the word can be used appropriately and confidently in a range of different contexts.  For this to happen, a wider specification of knowledge is necessary.  The idea of a range of word knowledge types was first expressed by Jack Richards in 1976, and has been refined by Paul Nation.  The listing in his 2001 book (Nation, 2001: 27) is the most comprehensive, but his 1990 listing provides a concise account of the most important types:

▪ meaning

▪ written form

▪ spoken form

▪ grammatical characteristics

▪ collocation

▪ register constraints

▪ frequency

▪ associations

(Nation, 1990: 31)

The first three of these word knowledge types relate to the meaning and form, which have already been discussed.  However, in English, many words are polysemous, and so learning the full meaning content of a word also entails learning a number of different meaning senses, some of which may be semantically unrelated.  Grammatical characteristics entail information about word class (noun, verb, etc.) and morphology (e.g. grammatical inflections (walk – walked) and derivative affixation (fool –foolish ).  

The other four types of word knowledge are quite different in that they are almost completely dictated by context.  Collocation is the relationship between words that occur together, register concerns the stylistic and connotative appropriateness of a word for a particular context, frequency is how often a word occurs in discourse, and associations are other words related to the target word by semantic or formal links.  All of the word knowledge types are necessary to use a word well in a variety of contexts, and so need to be acquired by learners.

However, as opposed to meaning, form, and grammatical characteristics, which can (largely) be learned about a word in isolation, the ‘contextual’ word knowledge types are much more difficult to teach explicitly.  Their contextual nature necessitates numerous exposures with the word in diverse contexts in order to master it.  For example, while it might be possible to explicitly teach a few collocations for a word, good intuitions about all of the words which do and do not collocate with that word would be impossible to teach.  Such intuitions could only be acquired by large amounts of exposure.  This suggests that some word knowledge aspects are relatively amenable to explicit teaching, while the contextual aspects will require an approach based on promoting extensive exposure.  (See more on this in Section 8.)   

So it takes knowledge of various word knowledge types to master a word, but let us go back to the initial stage of learning, that is, forming the first form-meaning link.  Which of the two is the more difficult to learn?  As with other aspects of language learning, it depends on the situation.  If a person is learning a completely new concept (e.g. the physics concepts behind the term spin as described in Stephen Hawking book A Brief History of Time), then the meaning may well be more difficult.  But cases like this may actually be the exception.  Most second language learners already know a vast number of concepts from their previous L1 and general knowledge of the world, for example, what tables, love, swimming, beautiful, and slowly are.  In these cases, the meanings are already known, and it is only a matter of learning the new L2 labels (written or spoken word forms) for those meanings.  In other words, learning the word form may require more effort than the meaning.

Furthermore, L2 learners are often confused by a word’s form, particularly if two or more forms are similar to each other.  Batia Laufer and her colleagues have explored this issue in depth and found that their students often made errors caused by similarity in word form.  Bensoussan and Laufer (1984) found that compound words were sometimes misinterpreted:

outline interpreted as ‘out of line’
discourse interpreted as ‘without direction’.

In fact, these guesses show good strategy use, and in many cases an analysis of word part like these would lead to correct interpretations.  But word part analysis in English does not always yield the correct meaning, and in these cases the students were mislead.  Laufer (1988) made an extensive study of the different ways that word forms can be similar to each other (which she calls synformy) and found that some types of synformy are more problematic than others.  She found that the categories of synformy that caused the greatest confusion was where words were similar except for suffixes (comprehensive / comprehensible), and were similar except for vowels (adopt / adapt).  In contrast, words which were similar except for consonants (price / prize) were less prone to confusion.

Another way in which word form can be problematic is in knowledge of the various members of a word family.  Bauer and Nation (1993) suggest that 

if learners know one member of a word family (suspicious), they can recognize the other members (suspect, suspiciously).  While probably true in receptive terms, it is not true productively.  Schmitt and Zimmerman (2002) gave advanced L2 learners one word form in a family, and found that they typically knew some, but not all, of the other derivative forms.  They typically knew noun and verb forms better than adjective and adverb forms.  Thus is not possible to assume that learners will know all of the word forms for the members of a word family, just because one of the members is known.  Taken together with the synformy results, it seems important not to assume that learning the form of a word will be easy.  In fact, in many cases learning the word form may be more difficult than learning the meaning.

5. Vocabulary Learning is Incremental

It is widely known that people cannot learn a word from a single meeting; rather learners need multiple contacts with words to acquire them.  The real question is how many exposures are necessary to learn a word.  Nation (1990) surveys the research and finds results ranging from 5-16 or more exposures.  This variation is a result of the different types of exposure in the various studies.  Evidently, the number of exposures required to learn a word depends on type of exposure and level of engagement.  

One way of learning words which has been studied extensively is incidental learning from reading.  In L1 reading studies (mainly of school children), the research designs have tended to explore the chances of learning a novel word from a single exposure.  The range found extends from about 5% to 14% at best (Nagy, 1997).  Thus the chances of learning a word from a single exposure are small, but young readers in school typically read a relatively large amount of text, and so the amount of learning overall can be substantial.

In L2 reading studies, the research designs typically expose learners to texts in which novel words occur with varying frequencies, and then test which words are learned.  There is a great amount of variation in the results, and all that is safe to say that learning does occur, but is generally not robust (Paribakht and Wesche, 1993; Horst, and Meara, 1999; Pigada and Schmitt, 2006).  Given the low rate of uptake, any meaningful incidental learning requires a program being in place which maximizes the amount of reading which is done, such as an extensive reading program (e.g. Day and Bamford, 1998).  

The other way of learning vocabulary is through intentional methods where words are explicitly taught and/or intentionally focused upon by the learner through learning strategies.  Not surprisingly, research has shown that when learners attention is explicitly focused on learning vocabulary, the uptake is stronger than in incidental learning.  However, the efficiency depends on the level of engagement with the vocabulary learning task.  With high-engagement techniques like the Keyword Method (Hulstijn, 1997), relatively few meetings (perhaps even only one) may be enough to make the form-meaning link.  Other techniques, which involve less mental effort and engagement with the word (such as rote written repetition of a word), may require many more meetings.

The implications of the fact that it takes mastery of several types of word knowledge to use a word well, and that learning a word is incremental in nature, means that vocabulary programs need to build recycling into the curriculum.  This can be done by choosing textbooks where vocabulary recycling is a design principle.  Unfortunately, many teachers have to use a prescribed textbook, many of which do not recycle vocabulary in any principled way.  In these case, the teachers will have to insert supplementary activities into their classes.  These could include vocabulary games, explicit review sessions, or something as simple as using previously taught vocabulary in the example sentences which the teacher uses to illustrate the highlighted language points of the day.   

6. Vocabulary Learning Requires Consolidation

We have seen the recycling of vocabulary is essential to learning.  However, consolidating previously met vocabulary entails more than just recycling.  It is also important how the students review and revise their vocabulary,  The way human memory works plays a part in this, particularly how the mind forgets information.  It seems that when learning new information, most forgetting occurs soon after the end of the learning session.  After that major loss, the rate of forgetting decreases (Figure 1).
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Figure 1  Typical Pattern of Forgetting (Schmitt, 2000: 131)

By understanding the nature of forgetting, we can better organize a recycling program which will be more efficient.  The forgetting curve in Figure 1 indicates that it is critical to have a review session soon after the learning session, but less essential as time goes on.  The principle of expanding rehearsal was derived from this insight, which suggests that learners review new material soon after the initial meeting and then at gradually increasing intervals (Pimsleur, 1967, Baddeley, 1990: 156-158).  One explicit memory schedule proposes reviews 5-10 minutes after the end of the study period, 24 hours later, one week later, one month later, and finally 6 months later (Russell, 1979: 149).  In this way the forgetting is minimized (Fig. 2).  Students can use the principle of expanding rehearsal to individualize their learning.  They should test themselves on new words they have studied.   If they can remember them, they should increase the interval before the next review, but if they can't, they should shorten the interval.  

Landauer and Bjork (1978) combined the principle of expanding practice with research results demonstrating that the greater the interval between presentations of a target item, the greater the chances it would be subsequently recalled.  From this, they suggest that the ideal practice interval is the longest period that a learner can go without forgetting a word.  Research by  Schouten-van Parreren (1991: 10-11) shows that some easier words may be overlearned (in the sense that more time is devoted to them than necessary), while more difficult abstract words are often underlearned.  A practice schedule based on the expanding rehearsal principle may help in avoiding this problem.
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Figure 2  Pattern of Forgetting with expanding rehearsal (Schmitt, 2000: 131)

Another memory-based method is attaching ‘new’ knowledge to ‘old’ extablished knowledge.  The main way of doing this is by finding some pre-existing information in the long term memory to `attach' the new information to.  In the case of vocabulary, it means finding some element already in the mental lexicon to relate the new lexical information to.  This can be done in various ways.  One is through imaging techniques like the Keyword Approach.  Another is through grouping a new word with already-known words which are similar in some respect.  The new word can be placed with words with a similar meaning (prank: trick, joke, jest), a similar sound structure (prank, tank, sank, rank), the same beginning letters (prank: pray, pretty, prod), the same word class (prank: cow, greed, distance), or other grouping parameter, although by far the most common must be meaning similarity.  Since the `old' words are already fixed in the mind, relating the new words to them provides a `hook' to remember them by so they will not be forgotten.  New words which do not have this connection are much more prone to forgetting. 

Although grouping can work well when attaching new information to established knowledge, it does not work well when simultaneously introducing new information which is similar in some way.  In fact, if two or more similar words are initially taught together, it might actually make them more difficult to learn.  This is because students learn the word forms and learn the meanings, but confuse which goes with which (crossassociation).  As a beginning teacher I often confused my students in this way by teaching left and right together in the same class.  After extensive drilling, I would ask the students at the end of the class to raise their left hands.  To my consternation, a large number always raised their right.  The problem was that the words were too similar, with all the semantic features being the same except for `direction’.  Research shows that crossassociation is a genuine problem for learners (Higa, 1963; Tinkham, 1993; Waring, 1997), with Nation (1990, p. 47) suggesting that about 25% of similar words taught together are typically crossassociated.  Antonyms are particularly prone to crossassociation, because they tend to come in pairs like deep/shallow or rich/poor, but synonyms and other words from closely related semantic groupings (e.g. days of the week, numbers, foods, clothing) are also at risk.  Nation (1990) suggests the way to avoid crossassociation is to teach the most frequent or useful word of a pair  first (e.g. deep), and only after it is well established introducing its partner(s) (e.g. shallow).  

7. Vocabulary Learning Requires Enhancement of Partial Knowledge
So far I have discussed the necessity of consolidating knowledge of partially-learned words.  However, recycling is as much about enhancing knowledge as well as it is about consolidation.  This is because the initial learning of a word is likely to establish only its form-meaning connection, and perhaps a bit of knowledge of its grammatical characteristics, including morphology.  But this is not enough to use a word well, and so additional exposures are necessary to start promoting acquisition of the contextual facets of word knowledge.  If we think of learning a word as acquiring mastery of each of the word knowledge types, we can get a better feel for what learning a word really means.  

Each of the word knowledge types is mastered to greater or lesser degree at any point in time.  Henricksen (1999) suggests that for any lexical aspect, learners can have knowledge ranging from zero to partial to precise.  This would mean that all word knowledge ranges on a continuum, rather than being known vs. unknown.  Even knowledge as seemingly basic as spelling can behave in this manner, ranging on a cline something like this:

can't spell
    knows some
       phonologically
    fully correct  

word at all 
    letters
       correct

    spelling

<------------------------------------------------------------------------------------------->








(Schmitt, 2000: 118)

Moreover, all of the word knowledge aspects probably range along a cline like this.  However, some word knowledge aspects are likely to become acquired sooner than others, with the contextual aspects lagging behind.  Although I do not yet have direct empirical evidence to support this, my feeling is that vocabulary learning typically progresses something like the following account. 

In the initial stages (first few exposures), a learner knows a limited amount about a new word.  The knowledge is limited both in terms of which word knowledge types are known, and the degree to which they are known.  It is likely that not much more than some knowledge of form and of a single meaning sense is known, plus perhaps some initial knowledge about the grammatical characteristics of a word.  Based on a word knowledge framework, Figure 3 illustrates what early knowledge of a word may be like:

Figure 3  Early Knowledge of a Word
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After a number of further exposures, the lexical specification starts filling out.  As long as there are no synformy or crossassociation issues, it is likely that the word form (written or spoken, or perhaps both) will soon become relatively well mastered, as well as knowledge of the initial meaning sense.  However, the meaning and grammatical characteristics are not fully mastered, because the learner is unlikely to know the various meaning senses a polysemous word has, and is unlikely to know all of the word forms for the members of the word family.  The contextual word knowledge types will start filling in, but because these must be acquired over time, the knowledge state is only partial at this stage (Figure 4).      

Figure 4  Developing Knowledge of Word
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By the time a learner (or native speaker) has engaged with a word over time, it can become mastered to the extent that it can be considered known.  But what does this mean?  The word form should be well known by this time, and most of the possible meaning senses.  However, even native speakers are often unaware of some unusual meaning senses, and so most learners may never reach the full mastery of all meaning senses.  Eventually the learner should lean how to use all the members of a word’s family, and so this category should be basically mastered.  But here again, even natives are unsure about some derivative forms, and so less-than-complete mastery may be the norm here as well.  As for the contextual word knowledge types, only the most advanced learners are likely to get the amount of exposure in the L2 to build intuitions which would rival natives in terms of automaticity and confidence. 

Figure  5  Advanced Knowledge of Word
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If vocabulary acquisition occurs something like the above account, then recycling is doubly critical.  Learners need numerous encounters with words not only to consolidate already-accrued knowledge, but also to master the various types of word knowledge.  In the end, recycling is as much about enhancement as consolidation.

8. Teaching Vocabulary

So what are the pedagogical implications of the above discussion?  In essence, learners need a relatively large vocabulary to function in a language, and must know a lot about each word in order to use it well.  This kind of extensive vocabulary knowledge is only going to come from long-term study, where learners are exposed a wide range of words, and exposed to those words numerous times.  But how can teachers ensure this?  The first thing that must be said is that there is no best teaching methodology.  As in all things concerning language instruction, the best teaching method depends on many factors which vary from situation to situation.

One important factor is the words themselves: different words/phrases might need different teaching approaches.  Let’s look a number of ways of conveying the meaning of a new word:

▪ definition or explanation

▪ demonstration or gesture

▪ synonym or antonym

▪ giving examples

▪ explain in situational context 

Now let us consider a number of words to teach.  Although you could conceivably use any of the above methods to explain the meaning of any of these words, certain approaches seem more suitable for certain words: 

butcher – this word may be best described with a definition: a person who sells

                meat

bite - very visual, and easy to clearly define with a simple gesture 
filthy – a synonym can describe this state easily: ‘very dirty’

awake – an antonym would work well here: ‘not asleep’

vehicle – perhaps giving examples is the clearest method here: ‘car, truck, bus’  

jealous – this concept is more difficult to define; perhaps a better approach is

                describing a situation where a person could become jealous 

Just as different words may be more amenable to certain methods of illustrating meaning, different words may be best taught and learned with different methodology.  On example of this is using the Keyword approach (Hulstijn, 1997).  It works well with words that are easy to make an image of (table), but may be less effective for words expressing abstract concepts (distance).  

A second factor is the learners themselves.  Each learner is an individual, and different learners may favor different approaches.  This is particularly noticeable with vocabulary learning strategies.  Learners typically use a variety of vocabulary learning strategies (Schmitt, 1997).  However, more strategy use is not always better.  What is more important is how well  the strategies are used.  That is, the thing that seems to make the difference is using strategies appropriate to the learning goal.  While most strategy specialists seem to promote ‘deeper’ strategies that require more extensive engagement with vocabulary, even relatively ‘shallow’ strategies, like rote memorization, can be effective if learners know how to apply them well, are diligent in their use, and are mainly interested in the initial form-meaning connection.

A third variable is the general teaching approach., i.e. intentional vs. incidental learning.  These approaches are complementary and yield different benefits.  

Intentional learning :

▪ generally leads to more robust and faster learning

▪ generally involves deeper engagement leading to better retention

▪ can focus on important vocabulary selected by the teacher 

   (high frequency, technical, targeted)

On the other hand, incidental learning:

▪ can address words which can’t be explicitly taught for time reasons

▪ fills out the kinds of contextual word knowledge which can’t easily be 

   explicitly taught

▪ provides recycling for words already taught explicitly

▪ vocabulary learning occurs while improving other language skill areas,

   e.g. reading 

In short, intentional learning is focused and effective, but limited with the number of words (and word knowledge types) it can address.  Incidental learning is slow and untargeted, but can fill in the ‘contextual’ types of word knowledge, and provide recycling for words already partially learned.  From this, we can see that both approaches are necessary, as they compensate for the gaps left by the other approach.

9. Conclusion

Learning a sufficient amount of vocabulary is one of the biggest challenges facing language learners.  Teachers should face this challenge squarely, and provide their students with plenty of vocabulary to learn and use right from the beginning.  Although some may say this is too difficult, I believe most students expect to have to learn a lot of vocabulary in their language studies.  Keith Folse made this point forcefully in his 2007 presentation at the American Association of Applied Linguists (AAAL) conference, remarking that if he was a student and was told that he would only be learning 50 or 60 words over the a several week course, he would be insulted.  Let’s not insult our students; let’s emphasize vocabulary in our teaching and give them a fighting chance to learn the vocabulary they need to function in their second language.

Notes

1. A word family is a base word with its inflections and derivatives (stimulate + stimulated, stimulates, stimulating, stimulation, stimulant, and stimulative).  (Schmitt and McCarthy, 1997: 331)
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